


On A Theorem of Jordan 

The theorem of Jordan which I want to discuss here dates from 1872. 
It is an elementary result on finite groups of permutations. I shall first 
present its translations in Number Theory and Topology. 

1. Statements 

§ 1.1. Number Theory 

n 

Let f = L amxm be a polynomial of degree n, with coefficients in 
m=O 

Z. If pis a prime, let Np(f) be the number of zeros off in F P = ZjpZ. 

Theorem 1. Assume 

(i) n > 2, 

(ii) f is irreducible in Q[x]. 
Then 

(a) There are infinitely many p's with Np(f) = 0. 

(b) The set P0 (f) ofp's with Np(f) = 0 has a density c0 =co(!) which 
is> 0. 
[Recall that a subset P of the set of primes has density c if 

1
. number of p E P with p ~ X _ 
1m (X) - c, X-+oo 1T 

where 1r(X) is as usual the number of primes <X.] 

Moreover, 

Theorem 2. With the notation of Theorem 1, one has c0 (f) > ..!., 
n 

with strict inequality if n is not a power of a prime. 

Example. Let f = x2 + 1. One has p E Po (f) if and only if p = -1 
(mod 4); this set is well known to have density 1/2. We shall see more 
interesting examples in § 5. 



§ 1.2. Topology 

Let S1 be a circle. 
Let f : T-+ S be a finite covering of a topological spaceS. Assume: 

(i) f has degree n (i.e. every fiber off has n elements), with n > 2, 

(ii) Tis arcwise connected and not empty. 

Theorem 3. There exists a continuous map r.p: S1 -+ S which cannot 
be lifted to the covering T (i.e. there does not exist any continuous map 
'ljJ : S1 -+ T such that r.p = f o '1jJ). 

§ 1.3. Finite Groups 

Let G be a group acting on a finite set X. Put n = IXI 1
. 

Theorem 4. (Jordan [9]) Assume that 

(i) n > 2, 

(ii) G acts transitively on X. 

Then there exists g E G which acts on X without fixed point. 

Assume that G is finite (which is the case if G acts faithfully on X). 

Let Go be the set of g E G with no fixed point. Call Co the ratio ~~". 

Theorem 5. (Cameron-Cohen [4]) One has c0 > ..!:.. Moreover, if n is 
n 

1 
. 1 

not a power o a przme, c0 > -. 
n 

2. Proofs of the group theoretical statements 

§ 2.1. Burnside's Lemma 

Let G be a finite group acting on a finite set X. If g E G, let x(g) 
be the number of fixed points of g on X, i.e. x(g) = IX9 I· 
Burnside's Lemma. (cf. [6, §4.2],[3, §145] ) The number of orbits of 
G in X is equal to 

< x, 1 >= 1 ~ 1 2:x(g) = J X· 
gEG 

1If Sis a finite set, we denote by lSI the number of elements of S. 



(If cp is a function on G, and Sis a subset of G, we denote by fs cp the 

number l~l L cp(g). When S = G, we write J cp instead of fa cp.) 
gES 

By decomposing X into orbits, it is enough to prove the lemma for 
X # 0 and G transitive on X, i.e. X ~ G / H for some subgroup H of 
G. 

We give three proofs, in different styles. 

First Proof: "Analytic Number Theory Style". 

L:x(g)=2:2:1 
gEG gEG xEX 

g·x=x 

=2::2::1 
xEX gEG 

g·x=x 

= L:IHI = IHI·IXI = IGI. 
xEX 

Second Proof : "Combinatorics Style". Let n c G X X be the set 
of pairs (g, x) with g · x = x. We compute 101 by projecting on each 
factor. In the projection n-+ G, the fiber of g E G has x(g) elements 
and hence 

1n1 = 2:x(g). 
gEG 

On the other hand, in the projection n -+ X' the fiber of X E X is a 
conjugate of H and hence 

IOI = L IHI = IHI·IG/HI = IGI. 
xEX 

Third Proof : ((Algebra Style". The function x is the character of 
the permutation representation defined by X. Hence, < x, 1 > is the 
dimension of the space of G-invariant elements of that representation, 
which is obviously 1. 

§ 2.2. Proof of Theorem 5 

Lemma. f x2 > 2. 

First Proof {by Burnside's Lemma). 
If g E G, x 2 (g) is the number of points of X x X fixed by g and J x2 

is the number of orbits of G on X x X, which is > 2, as one sees by 
decomposing X x X into the diagonal and its complement. 



This also shows that I x2 = 2 if and only if G is doubly transitive 
on X. 

Second Proof {by Group Representations}. We have x = 1 + x', where 
x' is a non zero real character with I x' = 0. Therefore, 

I x2 = 1 +I x'2 > 2, 

with equality if and only if x' is irreducible. 

We now prove Theorem 5. Recall that G0 is the set of g E G with 
x(g) = 0. If g tj. G0 , then we have 1 < x(g) < n and therefore, 

Hence, 

I.e., 

(x(g) - 1)(x(g)- n) < 0. 

r (x(g)- 1)(x(g)- n) < 0, 
la-Go 

r (x(g)- 1)(x(g)- n) < r (x(g) - 1)(x(g)- n) = n r 1. 
k k k 

The right hand side is 

and the left hand side is 

n r 1 =nco, 
lao 

fa (x2 
- ( n + 1) x + n). 

By the Lemma, and the fact that I x = 1, we have 

fa (x2 
- ( n + 1) x + n) > 2 - ( n + 1) + n = 1, 

hence 
1 <nco. 

§ 2.3. Equality in Theorem 5 

The proof of Theorem 5 shows that equality holds if and only if 
I x2 = 2 and (x(g) -1)(x(g)- n) = 0 for every g E G- Go, i.e. if and 
only if G is doubly transitive, and no element of G- {1} fixes 2 points. 
By a theorem of Frobenius [8], the set N = {1} U G0 is then a normal 
subgroup of G, and G is a semi-direct product: G = H · N. Hence, 
INI = n, and (n- 1)/IGI = IGoi/IGI = co = 1/n, i.e. IGI = n(n- 1), 
I HI = n- 1. Moreover, the action of H on N - { 1} by conjugation is a 



free action. Since H and N- { 1} have the same number of elements, one 
sees that H acts freely and transitively on N- {1 }. This implies that 
N is a p-group for some prime p [and even more: N is an elementary 
abelian p-group). Hence, n is a power of a prime. 

Remarks. 

1. It is only for convenience that we have used Frobenius's Theorem [8). 
It is possible to give a direct proof, as was already done in Jordan's 
paper [9). 

2. Conversely if n is a power of a prime, there exists a pair (G, X) with 
lXI = n and c0 = 1/n: take X = k, a finite field with n elements, 
and define G as the group of affine transformations x 1--1- ax+ b with 
a E k*, bE k. 

3. Proof of the covering space statement 

With the same notation as in § 1.2, choose a point s E S. Let 
X = f- 1(s) be the fiber of s. Let G = 7r1(S, s) be the fundamental 
group of Sat the points. There is a natural action of G on X, and the 
hypothesis that T is arcwise connected implies that every two points 
in X can be connected by a path and hence G acts transitively on X. 
Since n = lXI > 2, Theorem 4 shows that there exists g E G which 
has no fixed point on X. If we represent g by a loop 

cp: (81, so)-+ (S, s), 

where So is a chosen point in sl' then 'P cannot be lifted to T. Indeed, 
if 'lj; : 81 -+ T were a lift of cp, the point x = 'lj;(s0 ) would be a fixed 
point of G. 

4. Proof of the number theoretic statement 

We now prove Theorems 1 and 2 with the help of Theorems 4 and 5. 
Let x1, x2, · · · , Xn be the roots off in an algebraic closure Q of Q. Let 
E = Q(x1,x2, · · · ,xn) and let G = AutE =the Galois group of E/Q. 
The action of G on the set X = { x1, x2, · · · , Xn} is transitive since f is 
irreducible over Q. Let G0 be the subset of G having no fixed points. 
By Theorems 4 and 5, we have 

IGol > .!_ 
IGI- n' 

Let us define a finite set S of "bad" prime numbers, namely, those 
which divide the discriminant of f or divide the coefficient of xn. As­
sume now that p tJ_ S. Then the reduction JP of f modulo p is a 



polynomial of degree n, whose n roots ( in an algebraic closure F P of 
F P ) are distinct. Let Xp be the set of such roots. We may identify Xp 
and X in the following way: 

Let R = Z[x1 , x2 , · • • , xn] be the ring generated by the xi's. Choose 
a homomorphism <p : R ~ F P ( such a homomorphism exists since 
p f a0 ) and any other such homomorphism is of the form <p o s, with 
s E G. Such a <p defines a bijection <pp :X~ Xp, which is well-defined 
up to an element of G. Let 1fp be the Frobenius automorphism ofF P' 

i.e., ). t--+ ).P. The map 1fp acts on Xp. If we identify Xp with X via 
<pp, we get a permutation CJp of X (depending on the choice of c.p). One 
proves that this permutation belongs to G. It is called the Frobenius 
substitution of p (relative to the choice of c.p); it is well-defined up to 
inner conjugation in G. We have 

( *) If p rt S, Np is the number of x EX fixed by CJp· 

This follows from the corresponding fact for Xp and 1fp. [More generally, 
if CJp is a product of disjoint cycles of lengths l00 then fP decomposes 
into a product of F p-irreducible polynomials of degrees la.] Hence, 
Np = 0 if and only if CJp E G0 , where G0 is the set of s E G which acts 
on X without fixed point. Note that G0 is stable under conjugation so 
that "CJp E G0" makes sense. 

We now recall Chebotarev's Density Theorem (see Notes for Part 4): 

Chebotarev's Density Theorem ([19), [1]). Let C be a subset of 
G, stable under conjugation (i.e. a union of conjugacy classes). Then 
the set Pc,s of primes p rt S with CJp E C has a density, which is equal 

ICI 
to TGi' 

Applying this Theorem to the case C = G0 shows that the set P0 (!) 

of Theorem 1 has density c0 = ~~i; by Theorems 4 and 5, this com­

pletes the proofs of Theorems 1 and 2. 

5. Example: Np(/) for f = xn - x - 1 

§ 5.1. 

In this section, we consider the special case off= xn- x -1, n > 2, 
and we relate the numbers Np(f) to the coefficients of suitable power 
series. We limit ourselves to stating the results; for the proofs, see the 
hints given iii the Notes. 



Here is a small table of Np(f) for f = xn- x- 1, n = 2, 3, 4, 5: 

p n=2 n=3 n=4 n=5 
2 0 0 0 0 
3 0 0 0 0 
5 1 1 0 0 
7 0 1 1 0 

11 2 1 1 0 
13 0 0 1 0 
17 0 1 2 2 
19 2 1 0 1 
23 0 2 1 1 
. . . . . . . . . ... . .. 
59 2 3 1 0 
. . . . . . . . . ... . .. 
83 0 1 4 0 

§ 5.2. The case n = 2 

The discriminant of f = x2 
- x - 1 is 5; the polynomial f has a 

double root mod 5; hence N5 (f) = 1. For p =f. 5, we have 

{
2 if p = ±1 (mod 5) 

Np(f) = 0 
if p = ±2 (mod 5). 

00 

If one defines a power series F(q) = L amqm by 
m=O 

q- q2- q3 + q4 
F = = q - q2 - q3 + q4 + q6 - q 7 - qB + qg + ... ' 

1 - q5 

the above formula can be restated as 

Np(f) = ap + 1 for all primes p. 

Note that the coefficients of F are strongly multiplicative: one has 
amm' = amam' for every m, m' > 1. The corresponding Dirichlet series 

00 1 L amm-s is the £-series IT ( 1- (~) p-s)- . 
m=l p 

§ 5.3. The case n = 3 

The discriminant of f = x3 - x - 1 is - 23; the polynomial f has a 
double root and a simple root mod 23; hence N23 (f) = 2. For p =f. 23, 



one has: 

if (?3) = 1 
if (?3) = -1. 

Moreover, in the ambiguous case where (fs) = 1, p can be written 
either as x 2 + xy + 6y2 or as 2x2 + xy + 3y2 with x, y E Z; in the first 
case, one has Np(f) = 3; in the second case, one has Np(f) = 0. 
[The smallest p of the form x 2 + xy + 6y2 is 59 = 52 + 5 · 2 + 6 · 22

, 

hence N59 (!) = 3, cf. table above.] 
00 

Let us define a power series F = L amqm by the formula 
m=O 

00 

F = q 11 ( 1 - l) ( 1 - q23k) 

k=l 

= ~ ( L qx
2
+xy+6y

2 
_ L q2x2+xy+3y2) 

x,yEZ x,yEZ 

= q - q2 - q3 + q6 + q8 - q13 - q16 + q23 - q24 + .... 

The formula for Np(f) given above can be reformulated as: 

Np(f) = ap + 1 for all primes p. 

Note that the coefficients ofF are multiplicative: one has amm' = amam' 
if m and m' are relatively prime. The q-series F is a newform of weight 
1 and level 23. The associated Dirichlet series is 

§ 5.4. The case n = 4 

The discriminant of f = x 4 
- x - 1 is -283. The polynomial f has 

two simple roots and one double root mod 283, hence N283 (f) = 3. If 
p i= 283, one has 

{

0 or 4 

Np(f) = 1 

0 or 2 

if p can be written as x 2 + xy + 71y2 

if p can be written as 7x2 + 5xy + 11y2 

if (2h) = -1. 

[These cases correspond to the Frobenius substitution of p being con­
jugate in 84 to (12)(34) or 1; (123); (1234) or (12) respectively.] 



A complete determination of Np(f) can be obtained via a newform 
00 

F = L amqm of weight 1 and level 283 given in [5, p.80, example 2): 
m=O 

F = q+V-'iq2-V-'iq3-q4-V-'iq5+2q6-q7 -q9+2qlO+qll+V-'iq12+· ... 

One has: 

Np(f) = 1 + (ap) 2
- ( 2~3 ) for all primes p f=. 283. 

I do not know any closed formula for F, but one can give one for its 
reduction mod 283, see Notes. This is more than enough to determine 
the integers Np(f), since they are equal to 0, 1, 2 or 4. 

§ 5.5. The case n > 5 

Here the only known result seems to be that f = xn - x - 1 is 
irreducible (Selmer [18]), and that its Galois group is the symmetric 
group Sn· No explicit connection with modular forms (or modular 
representations) is known, although some must exist because of the 
Langlands program. 

Notes 

1.1. Here is another interpretation of c0 (f). Let K = Q[x]/(f) be 
the number field defined by f. We have [K : Q] = n > 2. For 
every d > 1, let ad(K) be the number of the ideals a of the ring 
of integers of K with N( a) = d. The zeta function of K is the 
Dirichlet series 

(K(s) =Lad~~). 
d>l 

Using standard recipes in analytic number theory, one can show 
that Theorem 1 is equivalent to saying that (K is lacunary: most 
of its coefficients are zero. More precisely, if we denote by N K (X) 
the number of d < X with ad(K) f=. 0, one has 

X 
NK(X) rv CK (log x)co(f) for X-+ oo, 

where cK is a strictly positive constant ( cf. Odoni [13) and Serre 
[15, § 3.5]). As for Theorem 2, it can be reformulated as 

NK(X) = 0 ( (Iog~)l/n) for X -too, 

with "0" replaced by "o" if n is not a power of a prime. 



1.2. Jordan's Theorem (Theorem 4) 

The standard proof of Theorem 4 relies on the fact that the 
stabilizer Hx of a point x of X has IGI/n elements, since X ~ 
G/Hx. When x runs through then points of X, the subgroups 
Hx have at least one point in common, namely the element 1. 
Hence, their union has at most n ·!Hxl- (n- 1) elements, i.e. at 
most IGI --:- (n- 1) elements. This shows that there are at least 
n- 1 elements of G which do not belong to any Hx, i.e. which 
have no fixed point. The interest of Theorem 5 is that it replaces 
the crude lower bound n - 1 by IGI/n, which is close to being 
optimal. 

Remark. Another way of stating Theorem 4 is: 

Theorem 4'. If H is a proper subgroup of a finite group G, there 
is a conjugacy class of G which does not meet H. 

In group-character language, this can be restated as: 

Theorem 4". There exist two characters of G which are distinct, 
but have the same restriction to H. 

In other words, the characters of G cannot be detected by their 
restriction to a proper subgroup of G. One needs at least two 
such subgroups (such as, for GL2(Fq), a Borel subgroup and a 
non-split Cartan subgroup). This is quite different from the case 
of compact connected Lie groups, where just one maximal torus 
is enough. 

1.3. Theorem 5 

Theorem 5 originated with a question of Lenstra, in relation 
with Theorem 2. See Boston et al [2] for more on this story. 

2. Burnside's Lemma 

The first two proofs we offer are basically the same. Only their 
styles are different: analytic number theorists love to write 2: 1 and 
to permute summations, while combinatorists are fond of counting 
the elements of a set by mapping it into another one. 

Note that Burnside's Lemma implies directly the weak form of 
Jordan's Theorem (Theorem 4 above). Indeed, since the mean value 
of x(g) is 1, and the element g = 1 contributes n > 1, there has to 
be some g E G with x(g) < 1, hence x(g) = 0. 

Note also that Burnside's Lemma, combined with Chebotarev's 
Density Theorem, gives the following result: 



Iff is as in§ 1.1, the mean value of Np(J) for p-+ oo is equal 
to 1. 
In other words: 

L Np(f) "'1r(X) for X -+ oo. 
pS,X 

This is due to Kronecker [10] and Frobenius [7], in the slightly weaker 
form where "natural density" is replaced by "analytic density". 

3. Lifting circles to coverings 

Theorem 3 does not extend to infinite coverings. Indeed, it is easy 
to construct an infinite free group G having a subgroup H of infinite 
index such that UgHg- 1 =G. If one chooses a connected graphS 
with fundamental group isomorphic to G, the covering T -+ S asso­
ciated with H has the property that every continuous map S1 -+ S 
can be lifted to T. 

4. Chebotarev Density Theorem 

The original proof can be found in [19]; it uses "analytic density" 
instead of "natural density". The more precise form we give was 
pointed out by Artin [1], even before Chebotarev's Theorem was 
proved. 

For the history of this theorem, see [11], which also includes a 
sketch of a proof. For applications, see for instance [15] or [17]. 

Note that, for the application we make to Theorems 1 and 2, 
a weaker version of the theorem would be enough, namely the one 
proved by Frobenius [7] (with, once again, the proviso that "analytic 
density" has to be replaced by the "natural density"). 

5.1. Computation of Nv(f) 

For a given polynomial f, such as x3 - x- 1, x4 - x- 1, etc., 
the numerical computation of Np(f) is an interesting question, 
especially for large values of the prime p. There are essentially 
two methods: 

- The naive one is to try successively all the values of x mod p, 
and count those which are zeros off mod p. This is slow; it 
requires exponential time (with respect to the number of digits 
of p); it is reasonable for very small primes only (up to 5 digits, 
say). 



- The second method is much faster ( "P" instead of "NP"), and 
can handle primes of about 100 digits. It relies on the standard 
fact that computing xP by successive squarings takes about 
logp operations. One applies this principle to the finite F P­

algebra Ap = Fp[X]/(J), with x equal to the image of X in Ap. 
Once xP is computed, one gets Np(f) by the formula: 

n- Np(f) = rank of the linear endomorphism u t--+ (xP- x)u 
of Ap. 

Note that a variant of this method is incorporated in programs 
such as "PARI", where one has only to ask "polrootsmod(f,p) ?" 
to get the list of the roots of f mod p. 

5.2. Np(f) for f = x 2 - x - 1 

For p =!- 2, 5, the roots of JP in Fp are (1±v'5)/2; hence Np(f) = 
2 if 5 is a square (mod p), and Np(f) = 0 if not. By quadratic 
reciprocity, the first case occurs if and only if p = ±1 (mod 5). 
A direct proof is as follows: call z a primitive 5th root of unity in 
Fp and put x = -(z + z4

), x' = -(z2 + z3
). One has x + x' = 1 

and xx' = -1 because 1 + z + z2 + z3 + z4 = 0. Hence, x, x' are 
the zeros of fp· The action of the Frobenius ap on X= {x, x'} is 
clear: we have ap(x) = -(zP + z-P). If p = ±1 (mod 5), we have 
zP = z±1

, hence ap(x) = x, ap(x') = x', and Np(f) = 2; if p = ±2 
(mod 5), the same argument shows that ap permutes x and x', 
hence Np(f) = 0. 

Remark. Even though the two cases Np(f) = 0 and Np(f) = 2 
arise "equally often" (in an asymptotic sense, when p ---+ oo), yet 
there is a definite bias towards the first case. This is an example 
of what Rubinstein and Sarnak call "Chebyshev Bias", cf. [14]. 

5.3. Np(/) for f = x 3 
- x - 1 

Let E = Q[X]/(f) be the cubic field defined by f, and let L 
be its Galois closure. We have Gal(L/Q) = S3 . The field L is 
a cubic cyclic extension of the quadratic field K = Q( yl-23); 
it is unramified, and, since h( -23) = 3, it is the Hilbert class 
field of K, i.e. the maximal unramified abelian extension of K 
(as a matter of fact, it is also the maximal unramified extension 
- abelian or not - of K, as follows from the Odlyzko bounds, see 
e.g. Martinet [12].) 

If p =/- 23, let ap be the Frobenius substitution of p in S3 = 
Gal(L/Q); it is well-defined, up to conjugation. The image of ap 
by sgn : 83 ---+ { ±1} is E(p), where E is the quadratic character 



associated with KIQ, i.e., E(p) = (-!J). This shows that ap is a 
transposition if (-!J) = -1, hence Np(f) = 1 in that case. When 
(-!J) = 1, ap is of order 1 or 3, hence Np(f) = 3 or Np(f) = 0. To 
distinguish between these two cases, one decomposes pinK as p·p, 
and one has to decide whether pis principal or not. The standard 
correspondence between ideal classes and binary quadratic forms 
shows that p is principal is equivalent to p being representable by 
the form x2 + xy + 6y2 , while p is non principal is equivalent to 
p being representable by the form 2x2 + xy + 3y2 . This gives the 
recipe we wanted, namely, 

{ 

3 if p is representable by x2 + xy + 6y2 

NP (f) = 0 ~f p; representable by 2x2 + xy + 3y2 

1 If ( 23 ) - 1. 

The natural embedding p of 83 = Gal(LIQ) in GL2 (C) gives rise 
to an Art in L-function 

00 

L
am 

L(p,s) = -, ms 
m=l 

with coefficients am E Z. One may characterize it by 

L(p,s) = (E(s)l((s), 

where (E(s) is the zeta function of the cubic field E. This is 
equivalent to saying that the linear representation p EB 1 is iso­
morphic to the 3-dimensional permutation representation of 83. 
By comparing the traces of aP in both representations, we get 
Np(f) = ap + 1 for every prime p (including p = 23). Since 83 is a 
dihedral group, Heeke's theory applies and shows that the power 

00 

series F = Lamqm with the same coefficients as L(p, s) is a cusp 
m=l 

form of weight 1 and level 23, with respect to the character E. 

The explicit expressions ofF given in the text can be checked by 
standard modular methods. 

5.4. Np(/) for f = x 4 - x - 1 

Let E be the quartic field defined by f and L its Galois closure; 
the Galois group G = Gal(LIQ) is isomorphic to 84 . Let H 
be the unique normal (2, 2)-subgroup of G; the quotient G I H 
is isomorphic to 83 . The field LH is the Hilbert class field of 
Q( J -283); note that h( -283) = 3. The same argument as in 
Note 5.3 gives the image of the Frobenius ap in G I H in terms of 



( m) and of the binary forms x 2 + xy + 71y2 and 7 x 2 + 5xy + 11y2 

with discriminant -283. 
To go further, one needs a result of Tate (reproduce~ in [16],[12],[5]) 

which says that the field Lhasa quadratic extension L having the 
following two properties: 

- f is unramified over L (and hence also over Q ( J-283); 
- Lis a Galois extension of Q. 

(An explicit construction of L, due to Tate, is : L = L( J 4- 7x2 ), 

where x is a root of f in L; the construction given in Crespo [5) 
is more complicated.) 

Martinet [12) has shown that L is the maximal unramified ex­
tension of Q( J 283); in other words, the fundamental group of 
the ring~[(1+v' 283)/2) is isomorphic to the "binary tetrahedral 
group" A4 = S~2(F3). _ 

The group G = Gal(L/Q) is isomorphic to GL2 (F3 ); it has 
a natural embedding p in GL2 (C); its character has values in 
Z[J=2]. By a well-known theorem of Langlands and Tunnell (see 
the references in [5]), the £-series attached to p corresponds to 

00 

a modular form F = L amqm of weight 1 and level 283 whose 
m=O 

first hundred coefficients are computed in [5). One checks (by a 
character computation) that one has 

p®p=t:EB(B-1), 

where e is the 4-dimensional permutation representation of G and 
E is the signature character of G. By taking traces, this gives 

(ap) 2 = ( 2~3 ) + Np(f) -1,for all primes p #283. 

Remark. One may give an explicit formula for F (mod 283) as 
follows: by a known result [16, 9.3.1) F is congruent mod 283 to 
a modular form <p of weight (283 + 1)/2 = 142, and of level 1. 
Hence, <p can be written as a linear combination, with coefficients 
in F 283 , of the standard basis: 

QR23~,QR21~2, ... , QR~ll 

(with Ramanujan's notation: 

. 00 3n 00 5n 

Q = 1 + 240 ""' n q , R = 1 - 504 ""' n q , 
L..t 1 - qn L..t 1 - qn 
n=l n=l 



00 

and~= (Q3
- R2)/1728 = q IT (1- qn)24

). 

n=l 
A computation, using only the 11 first coefficients ofF, gives the 
coefficients of cp in that basis: 

[1, 24, 52,242, 40,232,164,217,262,274, 128]. 

In other words, we have 

F = QR23~ + 24QR21~2 + · · · + 128QR~11 (mod 283). 

(In these computations, I have selected 127 as ".;=2" mod 283.) 
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